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ABSTRACT. In this paper we study the periodic boundary value problem
associated with a first order ODE of the form ' + g(t,z) = s where s
is a real parameter and g is a continuous function, T-periodic in the
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1. Introduction

This paper is concerned with the study of the periodic boundary value problem
associated with the first order scalar ODE

(&) o +g(t,x) =s,

where s is a real parameter and g is a continuous function, T-periodic in the
variable t.

Interest in this kind of parameter-dependent equations can be found in con-
nection to the celebrated Ambrosetti-Prodi problem that was first investigated
in the setting of the Dirichlet problem for elliptic PDEs (see [1, 2, 5]). The
study of the Ambrosetti-Prodi problem for second order ODEs with periodic
boundary conditions is a broad and active research area in which many inves-
tigators have been involved (see, for instance, [8, 23, 26| for some significant
contributions in this field). In this latter context, the analysis is focused on the
existence, nonexistence and multiplicity of (periodic) solutions for parameter
dependent equations of the form

2+ F(t,x,2') = s.
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For the generalized Liénard equation
(L) a’ + f(z)a' + g(t,x) = s,

a relevant contribution in this direction is represented by the work of Fabry,
Mawhin and Nkashama [8]. We recall here their result.

THEOREM 1.1. Suppose that f : R — R and g : R x R — R are continuous
functions, g is T-periodic in t and satisfies hypothesis

(H) lim g(t, ) = 400, uniformly in t.

|| —+o00

Then, there exists a number sg such that
1° for s < sg, equation (L&) has no T-periodic solutions;
2°  for s = s, equation (L&) has at least one T-periodic solution;
3° for s > s, equation (L&) has at least two T-periodic solutions.

The above theorem has motivated a rich area of research, including investi-
gations on problems with singularities [9] and on nonlinear operators of p-
Laplacian type [20].

The Ambrosetti-Prodi problem for first order periodic ODEs was studied by
McKean and Scovel in [22] and by Vidossich in [29]. A version of Theorem 1.1
for equation (&) was carried out by Mawhin in [16, 17] and it can be stated
as follows.

THEOREM 1.2. Suppose that g : R x R — R is continuous and T-periodic in t.
Assume (H). Then, there exists a number so such that

1° for s < sg, equation (&) has no T-periodic solutions;
2°  for s = s, equation (&%) has at least one T-periodic solution;
3° for s > sg, equation (&%) has at least two T-periodic solutions.
Notice that the results obtained for equation (&%) can be stated also for
' =q(t,z) -0,

where 6 a real parameter. More precisely, we can reduce the above equation to
(&%), mainly in two ways. One is due to the obvious position g(t,z) = —q(t, x)
and s = +6. The other one follows from the change of variable ¢t — —t, so that
g(t,z) = q(—t,z) and s = F0 (see also [16, Remark 1]).

As described in [18], a possible application of Theorem 1.2 is to the Riccati
differential equation

&'+ y2(t)z® + 71 (t)z + y3(t) = 0.
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In this case, the coercivity condition (H) is satisfied if
Y2(t) > Kk >0, forall ¢.

The motivation to study this topic is well presented in [18], by means of several
interesting references describing the state of the art up to the middle of the
Eighties.

REMARK 1.3. The works [16, 17, 18] of Mawhin, for equation (&%), have stim-
ulated a great deal of researches in this area. Even if, at first glance, the
search of periodic solutions for equation (&%) could appear “elementary”, it has
been and, especially, it is still a source of interesting and, sometimes, chal-
lenging problems. Among the problems leading directly or indirectly to first
order equations, we recall the study on the number of limit cycles for planar
polynomial autonomous systems, which is connected to Hilbert sixteenth prob-
lem, and questions arising from single species population dynamics connected
to periodic Kolmogorov equations (see the detailed presentations, as well as
the comprehensive list of references, in [7, 25] that cover a great part of the
literature concerning these equations up to the early 2000s).

In [28] we have proposed a possible variant of Theorem 1.1 for equation
(L) in which the coercivity condition (H) is replaced by a local one, thus
avoiding the uniformity in the variable t. Taking into account this generaliza-
tion, the natural question which arises in the context of first order equations
is whether the same outcome holds in the setting of Theorem 1.2. A clue that
this conjecture is true can be found in the study of the Kolmogorov equation
2’ = zh(t,z) and in the particular case of the Verhulst (logistic) equation,
namely for h(t,z) = r(t) — v2(t)z. Indeed, from [3, 27, 31, 32], a classical result
for equation

x4 v (t)z? —r(t)x =0,
with 7,72 : R — R continuous and T-periodic functions, is the existence of

exactly two T-periodic solutions, the trivial one and another one positive, pro-
vided that

T
/ r(t)dt >0 and 7a(t) 20V, 72 #0.
0

In the present paper we propose an extension of Theorem 1.2, in the spirit
of [28]. In particular, we replace condition (H) by an average-type assumption
at infinity of Gaetano Villari’s type, which reads as follows.

(GV) Given K1 > 0 and Ky > 0, for each o there exists d, > 0 such that
T fOTg(t,x(t))dt > o for each x € Cr with |z(t)] > d, for allt € [0,T)
and such that |z|max < K1|%|min + Kz .
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We remark also that an immediate consequence of condition (H) is that the
function ¢ is bounded from below. In our case, such lower bound is no more
guaranteed and therefore we impose the following one-sided growth assumption:

(GO) ElaO;bO € Ll([OaT]aRJr) : g(t,SC) > *a()(t)h:‘ - bO(t)v Vr € ]Ra te [OvT]
In this setting, we are in position to present our main result.

THEOREM 1.4. Suppose that g : R x R — R is continuous and T-periodic in t.
Assume (Go) and (GV'). Then, there exists a number so such that

1° for s < sg, equation (&) has no T-periodic solutions;

2°  for s = sg, equation (&%) has at least one T-periodic solution;

3° for s > sg, equation (&%) has at least two T-periodic solutions.
A possible corollary of Theorem 1.4 is the following.

COROLLARY 1.5. Let v9,v1,7p : R = R be continuous and T-periodic functions
and let p > 1. Suppose that v,(t) > 0 for all t with v, # 0. Then, for equation

(%8 ) '+ @)]zf + ()7 +0(t) = s,

the following result holds. There exists a number sqg such that:
1° for s < sg, equation (%8 s) has no T-periodic solutions;
2°  for s = s, equation (%&s) has at least one T-periodic solution;
3° for s > sqg, equation (%Es) has at least two T-periodic solutions.

Looking again at the uniform condition (H) and applying it to (%£s), then we
need to require that 7,(t) is positive and uniformly bounded away from zero.
On the other hand, by Corollary 1.5, we observe that the coercivity condition in
our setting is of local type. Notice also that g(t,x) = 7, (¢)|x[P+71(t)x+70(t) is
not necessarily bounded from below but it satisfies the growth assumption (Gy).

The scheme of the proof already developed in [8, 16, 17] is reconsidered here
to prove Theorem 1.4. In more detail, we combine topological degree arguments
and the method of upper-lower solutions with some new tools adapted from [28§].
We will also take advantage of some preliminary lemmas needed to treat the
case of first order equations. We stress the fact that all our results will be
formulated in the Carathéodory setting. In this manner we also improve some
previous results in [24].
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2. Preliminaries

In this section we deal with the periodic boundary value problem associated
with the first order differential equation

x' + Y(t,x) =0, (1)

where we assume that ¢ : [0, 7] x R — R is a Carathéodory function. As usual,
by a T-periodic solution of (1) we mean a generalized solution z : [0,7] — R
of the equation (1) which satisfies the boundary condition

Equivalently, one could extend the map (-, z) on R by T-periodicity and then
consider T-periodic solutions = : R — R with = absolutely continuous (AC). In
the frame of Mawhin’s coincidence degree theory we will find a priori bounds
and will provide existence results for periodic solutions of equation (1).

The standard setting to enter in the framework of the coincidence degree is
the following. Let

X =Cr:={z € C(0,T]): 2(0) = z(T)},

endowed with the norm |z|x := ||z||ec and Z = L'([0,T]) with the norm
llz]|z := ||x||1. Let L: X D domL — Z be defined as Lz := —z’, with

domL = Wp':={z e X : z e AC}.
According to [14], a natural choice for the projections is given by

1 (T
Qr = T/ z(t)dt, YaxeZ, Px=Qz, VzelX.
0
This way, we have kerL = ImP = R and cokerL = Im@ = R. Moreover, we take
J as the identity in R. Notice that, for each w € Z, the vector v = Kp(I — Q)w
is the (unique) solution of the linear boundary value problem

—0'(t) = w(t) — L [T w(t) dt,
v(0) = o(T), [ v(t)dt = 0.

Lastly, as nonlinear operator N, we take the associated Nemytskii operator,
namely
(Nz)(t) .= o(t,z(t)), VzelX.

By a standard argument, it is possible to verify that the operator N is L-
completely continuous and, moreover, the map Z(-) is a T-periodic solution
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of (1) if and only if & € domL with L& = NZ. Analogously, solutions to
the abstract equation Lx = ANz, with 0 < A < 1, correspond to T-periodic
solutions of

'+ Mp(tz) =0, 0<A<L1. (2)

In the next two lemmas we provide some a priori bounds for the solutions
of the parameter dependent equation (2) that will be useful for the application
of Theorem 5.1 in the Appendix to the equation (1).

LEMMA 2.1. Let ¢ : [0,T] x R = R be a Carathéodory function satisfying

(Ho) Fag,bo € L0, T],RT) : o(t,z) > —ag(t)|z] — bo(t), Vx € R and a.e.
te[0,T].

Then, there exist constants C > 1 and K > 0 such that any T-periodic solution
of (2) satisfies

LTmax S C'_1xmin + C_lK Zf Tmin < _K7

lx(t)| < K, Vt if — K <xmin <0, (3)

Tmax S mein + K7 Zf Lmin Z 0.
Moreover, in any case

‘x|max < C|x|min + K, (4)

with C' =1 when ag = 0.
Proof. Without loss of generality, let us suppose that zpi, < Tmax and let
tg < t1 < to + T be such that x(tp) = Tmin and x(t1) = Zmax . The theory

of differential inequalities guarantees that, for all t € [to,t;], we have that
x(t) < y(t), where y is the solution of the initial value problem

y' =ao(t)lyl+bo(t), ylto) = z(to) = Tmin - ()

Notice that the solution y(t) of the equation in (5) is monotone non-decreasing
and therefore y(t) > y(to) for all t € [to, t1].

First of all, let us suppose that zmim = y(to) < 0 and let [to, %] be the
maximal open interval contained in [tg, t1[ such that y(¢) < 0. Accordingly,

y'(t) = —aop(t)y(t) + bo(t), for a.e. t € [to,1].

An integration of the linear equation on [to,t] C [to,] yields to

y(t) = y(to) exp(—A(t)) + / bo(£) exp(A(€) — A(t)) de

to

< y(to) exp(=A(t)) + B(?),
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where we have set

A(t) = / a(€)de, Bt) = / bo(£) d.

to tO

Using the fact that y(to) < 0, it follows that

z(t) < y(t) < exp(=A(t))y(to) + B(?)

T
< exp <_/ ) Tmin +/ bO
0

holds for all ¢ € [to, {]. By setting

K = exp (/T ao(t) dt) " hott)

we immediately obtain that y(t) < 0 for all t € [tg,#] if zmm < —K and
therefore, by the maximality of ¢ we conclude that ¢ = ¢;. Hence,

T T
Tmax = x(tl) < y(tl) < exp <_/0 aO(t) dt) Tmin +/0 bo(t) dt

and this proves the first inequality in (3) for

C :=exp (/OT ao(t) dt) .

On the other hand, if —K < xpyin < 0, either z(t) < 0 for all t € [tg, t1],
Or Tmax > 0 and there exists a first time ¢ € [to, t1] such that z(t) = 0. By
assumption, —K < i < 2(t) < 0 for all ¢ € [to, ], while 2(¢) < v(t) on [t, 1],
where v is the solution of

v = ag(t)o+bo(t), v(t) =) =0.

An integration of the linear equation on [£,#;] yields to

T = 2(t1) < v(t1) = /t " bo(€) explA(t) — A(€)) de

< exp (/OTao(t)dt> /OTbo(t) dt = K.

Hence, in any case, we can conclude that —K < zpin < 2(t) < Tmax < K, for
all ¢t and the second inequality in (3) is verified.
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At last, let us suppose that xmin = y(to) > 0, so that (5) takes the form
y/ = ao(t)y + bo(t), for a.e. t € [to,tl].

An integration of the linear equation yields to

t

y(t) = y(to) exp(A(t)) + [ bo(§) exp(A(t) — A(E)) d§

to
< (y(to) + B(t)) exp(A(t)) < (zmin + B(t)) exp(A()).
Therefore,
Tmax = x(tl) < y(tl) < C’xmin + K
and the third inequality in (3) is verified.
Finally, (4) follows straightforwardly from (3) O

REMARK 2.2. It is crucial to observe that the constants C and K in Lemma 2.1

depend only on ag and by and do not depend on the function v or the parameter
A €]0,1].

For the main results of this section let us introduce the following definitions.

DEFINITION 2.3. Let o € W%’l. We say that « is a lower solution of (1) if
o' (t) +Y(t,alt) <0, forae tel0,T)]. (6)
If o is not a solution, we say that it is proper. In particular, if
o () +Y(t,alt)) <0, forae tel0,T], (7)
we say that the lower solution a is strongly proper.

An upper solution of (1) is defined in the same manner, just by reversing
the inequality in (6) (respectively in (7), when it is strongly proper). Given
u,v € Cr, we denote by u < v if u(t) < v(t) for all ¢ € [0,7] and by u < v if
u <vand u #v.

In the next definition we recall Villari’s conditions [30] which is presented
here in a slightly modified form. For other generalizations in different contexts,
we refer to [4, 11, 21].

DEFINITION 2.4. We say that ¥ (t,x) satisfies the Villari’s condition at —oo
(respectively, at +o0) if, given K1 > 0 and Ko > 0, there exists a constant
do > 0 such that

T
30 ==1: 5/ Y(t,z(t))dt >0
0

for each © € Cr such that x(t) < —dy, Vt € [0,T] (respectively, x(t) > dy,
YVt e [0,T]) and |z|max < K1|Z|min + Ko.
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Now we are in position to state the following.

THEOREM 2.5. Let ¢ : [0,T] x R — R be a Carathéodory function satisfying
(Hp) and the Villari’s condition at —oo with § = 1. Suppose there exists « €
W%’l which is a strongly proper lower solution for equation (1). Then, (1) has
at least a T-periodic solution T such that T < a. Moreover, there exists Ry > dy
such that any T-periodic solution of (1) with x < «, satisfies z(t) > —Rqy for
all t € 0,T].

Let us make a comment before proceeding with the proof of the theorem. In
presence of a lower solution, one can expect to find a solution £ > «. Indeed,
what we are going to do, is to treat « as an upper solution of the problem.
Our notation is consistent with the one in [7, 25|, nevertheless other authors
overturn the terminology (cf. [24]). Actually, for Theorem 2.5 the terminology
is not relevant and what matters is that « satisfies (7).

Proof. Following a standard approach, we define the truncated function

b(t,x) = U(t,x) for » < a(t),
e(t,x) {q/;(t,a(t)) for z > a(t),

and consider the parameter dependent equation
o+ p(t,z) =0, 0<A<1. (8)

First of all, as a consequence of (Hy), we remark that

Y(t,x) > —ap(t)|z| — b1(t), Vo € R and a.e. t € [0,T],

where by (t) = bo(t) + ao(t)|a(t)|. Therefore 1 satisfies (Hy), too. According
to Lemma 2.1 (applied to ¢ in place of 1) any T-periodic solution z of (8)
satisfies

|2 max < K1]2|min + K2

for some suitable constants K7 > 1 and K3 > 0 possibly depending in « but
independent on z and .

Next, we choose a constant dy > dop with di > |a||c and we claim that
maxxz > —d;. Indeed, if we suppose by contradiction that x(t) < —d; for
all t € [0,T], then x(t) < a(t) for all t € [0,T] and so x(¢) is a T-periodic
solution of (2). Hence, an integration on [0, T] of (2) (divided by A > 0), yields
to fOT P(t, z(t)) dt = 0, which clearly contradicts Villari’s condition at —oo as
—d; < —dy. Having proved that x(t) > —d; for some ¢ € [0,7] and hence
maxx > —d; , we obtain that

minx > — Ry, for Ry := Kq1dy + K>
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Now, we claim that there exists ¢ € [0,7] such that z(f) < «(t). If, by con-
tradiction, () > «(t) for all ¢ € [0,7], then x is a T-periodic solution of
'+ Mp(t,a(t)) = 0, for 0 < A < 1 and then an integration on [0, 7] of this
equation (divided by A > 0), yields to fOT Y(t,a(t)) dt = 0. On the other hand,

an integration of (7) on [0,T] gives fOTw(t,a(t)) dt < 0, thus a contradiction.
Having proved that z(t) < ||| for some ¢ € [0,T] and hence minz < ||@/|co
we can also deduce that

maxz < Ki||of|e + K2

Writing equation
—z' = Y(t, x) (9)

as a coincidence equation of the form Lz = Nz in the space Cr, from the a
priori bounds, we find that the coincidence degree D (L — N, Q) is well defined
for any open and bounded set @ C Cr of the form

O:={reCr:—R <z(t) <R, Vte0,T]}

where R~ > Rg, BT > Ki||a|eo + K> .
As a last step, we consider the averaged scalar map

. . 1 /T .
P RoR HQ= g [ deod VeeR

We have —JQN |z, = —0# and ¢#(—R™) > 0 > ¢#(R™).

In more detail, since R~ > dj, the first inequality follows from Villari’s condi-
tion, while fOT P(t,a(t)) dt < 0 and the choice RT > |la| « , imply the second
inequality. An application of Theorem 5.1 guarantees that Dy (L — N, ) = 1
and hence equation (9) has a T-periodic solution # with —R~ < Z(t) < R™,
for all ¢ € [0,T].

In order to conclude, we check that £ < a. This is a standard fact, however
we give the details for the reader’s convenience. From the previous part of the
proof we already know that any T-periodic solution of (8) is below «, at least
for some ¢, thus the same must occur for Z. Let ¢, be such that Z(t.) < a(t.).
Suppose, by contradiction, that there exists a t* such that Z(t*) > a(t*). Let
[t1,t2] be such that ¢; < t* <ty with v(¢) > 0 for all ¢ € ]t1, t2[ and, moreover,
v(t1) = v(t2) = 0. On the interval [ty, to], we have that Z/(¢)+¢ (¢, «(t)) = 0 and
hence, recalling (7), we find that v/(¢) > 0, for a.e. ¢ € [t1,?2]. An integration on
[t1,t2] gives immediately a contradiction. We have thus proved that Z(t) < «(t)
for all ¢ € [0, T] and therefore Z is a T-periodic solution of (1) satisfying Z < a.
Moreover, since « is proper, we conclude that Z < a. O
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REMARK 2.6. Notice that, under additional hypothesis ensuring that the 7-
periodic solutions x with z < « are such that * < «, namely z(t) < «a(t) for
all ¢, we can also prove that:

there exist Ry > dg such that for each R > Ry, we have D (L—N,Q) =1
for Q={xeCr: —R<z(t) <al)Vte|0,T]}.

A possible additional hypothesis guaranteeing x < « could be

(A) For all tg € [0,T] and up € R and € > 0, there exists 6 > 0 such that
[t —tol <0, [u—wuol <& = [t u) —(t,uo)| <e.

Observe that (A) is always satisfied when v is continuous. Such kind of condi-
tions are widely discussed in [6] for second order equations.

We propose now a dual version Theorem 2.5 whose proof can be obtained
via minor changes.

THEOREM 2.7. Let ¢ : [0,T] x R — R be a Carathéodory function satisfying
(Hp) and the Villari’s condition at +o0o with 6 = 1. Suppose there exists o €
W%’l which is a strongly proper lower solution for equation (1). Then, (1) has
at least a T-periodic solution T such that T = «. Moreover, there exists Ry > dy
such that any T-periodic solution of (1) with © > «, satisfies x(t) < Rg for all
t € [0,77.

Proof. We define the truncated function

b(t,x) = ¥(t,x) for & > a(t),
Y(t, @) : {q/;(t,oz(f)) for x < a(t),

and consider the parameter dependent equation (8). The proof now follows
the same scheme as that of Theorem 2.5 till to the introduction of an open
bounded set O := {x € Cr : =S~ < z(t) < ST, Vt € [0,T]} where S~ and
ST are suitable constants obtained similarly as R~ and R™. In this case, one
can compute the coincidence degree and find that D (L — N, O) = —1, thus
ensuring the existence of a T-periodic solution £ € . Finally, by the same
argument as above, we prove that = > a. O

It is a well-known fact (cf. [14]), that results like Theorem 2.5 or Theo-
rem 2.7, obtained by using strict inequalities, can be relaxed by considering
weak inequalities. Accordingly, from Theorem 2.5, the following result holds.

COROLLARY 2.8. Let ¢ : [0,T] x R = R be a Carathéodory function satisfying
(Hy) and such that, given K1 > 0 and Ko > 0, there exists dg > 0 for which

fOTw(t,x(t)) dt > 0 for each x € Cr with x(t) < —do, Vt € [0,T] and || max <
K1|Z|min + Ka. Suppose there exists a lower solution o € W%’l for equation
(1). Then, (1) has at least a T-periodic solution T such that T < a.
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Proof. We introduce the auxiliary functions
lz) :=max{—1,—z — ||lallec — 1}, ¢°(t,z) :=v(t,z) +el(x), € >0

and apply Theorem 2.5 to equation z’ + ¢ (¢, z) = 0. Moreover, one can easily
check that the constant Ry can be taken uniformly with respect to €. The
conclusion then follows via Ascoli-Arzela theorem. O

A corollary similar to the above one can be stated with respect to Theo-
rem 2.7.

3. Existence and multiplicity theorems

Here we discuss the number of T-periodic solutions for the parameter dependent
equation

(&) ¥ +g(t,x)=s.

Throughout this section we suppose that g : [0,7] x R — R satisfies the
Carathéodory conditions.
Moreover, in the sequel, the following hypotheses will be considered:

(Go) Fag,bo € LY([0,T],RY) : g(t,x) > —ao(t)|z| — bo(t), Vx € R and a.e.
te[0,T7;

(G1) Fxo,90 €R: g(t,x0) < go for ae. t € [0,T7;

(G3) given K7 > 0 and Ks > 0, for each o there exists d, > 0 such that

%fOTg(t,x(t))dt > o for each x € Cr such that z(t) < —d, for all
t €10,7] and |Z|max < K1|2|min + K2;

(GF) given K; > 0 and Ko > 0, for each o there exists d, > 0 such that

T fOTg(t, x(t)) dt > o for each & € Cr such that z(t) > d,, for all t € [0, T
a’nd ‘x|max < K1|I|min + KQ-

THEOREM 3.1. Assume (Gy), (G1) and, either (G5) or (GF). Then, there
exists so € RU{—o0} such that for every s > so equation (&s) has at least one
T-periodic solution.

Proof. For any given parameter s € R, we set

Ys(t, ) = g(t,x) — s,

so that equation (&%) is of the form (1). Just to fix a case, let us suppose that
(G3) holds.
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We start by choosing a parameter s; > go. In this situation, the constant
function a(t) = x¢ is a strongly proper lower solution. Indeed, we have

o/ (t) + g(t,a(t)) — 51 = g(t,x0) —s1 < —(s51 — go) <0

On the other hand, for o = s, condition (G5 ) implies the Villari’s condition at
—oo with § = 1. Hence, an application of Theorem 2.5 guarantees the existence
of at least one T-periodic solution z of (&s,) with z < zg.

Next, we claim that if, for some § < s; the equation has a T-periodic
solution (that we will denote by w), then equation (&%) has a T-periodic solution
for each s €]3, s1[. We write equation (&%) as

¥ +g(t,z)—5—(s—3) =0,
so that «a(t) = w(t) is a strongly proper lower solution of (&5). Indeed, we have
o (t) +g(talt) —s=w'(t) + g(t,w(t) —s = —(s = 5) <0.

On the other hand, for ¢ = s, condition (G5 ) implies the Villari’s condition
at —oo with § = 1. An application of Theorem 2.5 guarantees the existence of
at least one T-periodic solution x of (&) with < w and the claim is proved.

Since we can take s; arbitrarily large, we conclude that the set of the pa-
rameters s for which equation (&) has T-periodic solutions is an interval J
with sup J = +oc0. Setting

s0 :=inf{s € R: (&) has at least one T-periodic solution} € R U {—oo},

the thesis follows. The same argument applies if, instead of (G5 ), we assume
(GF) and apply Theorem 2.7. O

REMARK 3.2. Let us make some comments that arise from Theorem 3.1. The
first one is about the critical parameter sg. Without supplementary conditions,
we cannot say, a priori, whether so = —oo or sgp € R and, in this latter case, if
the equation (&;,) has T-periodic solutions. Simple examples can be provided
for each of these cases. However, from the proof, it is clear that sg < go. As a
second comment, we observe that the Villari’s conditions (Gzi) guarantee the
existence of upper solutions. In fact, suppose that w is a T-periodic solution of
(&%,) for some s1 > go. Then B(t) = w(t) is a strongly proper upper solution of
(&) for any s < s . Indeed, we have '(t)+g(t, B(t))—s = w'(t)+g(t,w(t))—s =
s1 — s > 0. Hence, a posteriori along the proof, we have discovered that for
s €]9go, s1[, there are both a strongly proper upper solution § and a strongly
proper lower solution a with § < a or a < 3, according to the assumption
(G5) or (G7), respectively. Thus we enter in the setting of [25] where a detailed
analysis is performed about continua of T-periodic solutions and their stability.



348 E. SOVRANO AND F. ZANOLIN

The previous result concerns the case in which the conditions (G;t) are
applied in a separately way. The next theorem considers the situations in
which Villari’s conditions hold at the same time.

THEOREM 3.3. Assume (Go), (G1), (G5) and (GF). Then there exists sg € R
such that:

1° for s < sg, equation (&) has no T-periodic solutions;
2°  for s = s, equation (&%) has at least one T-periodic solution;
3° for s > sg, equation (&%) has at least two T -periodic solutions.

Proof. Without loss of generality, we can suppose that the map o — d, is
defined on [0, +00) and is monotone non-decreasing.

We claim that there exists a constant vy < 0 such that, if s < vy, equation
(&%) has no T-periodic solution.

Indeed, let = be a T-periodic solution of (&) for any s < 0. The function
Ys(t,x) = g(t,x) — s satisfies condition (Hp), uniformly for s < 0. Hence,
according to Lemma 2.1 and Remark 2.2, there exist two constants C' > 1 and
K > 0 such that (4) holds for each T-periodic solution of (&;). Consider now
condition (G5 ) that we read now for o = 0 and K; = C, Ky = K. It implies
that if z(t) > do for all ¢t € [0, T], then fOTg(t, x(t)) dt > 0. On the other hand,
2’ 4 g(t,x) = s < 0 and a contradiction follows. This implies that @i, < dp .
In the same manner, using (G5 ) for 0 =0 and K; = C, K3 = K, we can prove
that Zmax > —do . In conclusion, we have proved that |z|min < do. Therefore,
from (4) we find that

|| max < R* := Cdp + K. (10)

We stress the fact that (10) holds for any possible Tperiodic solution of (&%)
with s < 0. Now, let p € L1([0,T],RT) be such that

lg(t, )| < p(t), VE€[-R*,R*] andae. te][0,T].

Let us consider again 2’ + g(t,z) = s with s < 0. Integrating the equation on
[0, T, we have

stégwmmwz—mw

We have thus proved that if there exists a T-periodic solution of (&%) for s <0,
then, necessarily

1
52 = — ol

Hence, if s < vy, equation (&%) has no T-periodic solution. The claim is proved.



A FIRST ORDER PERIODIC ODE 349

After this preliminary observation, we proceed now as in the proof of The-
orem 3.1. We fix (arbitrarily) s; > go and using (G5 ), as well as (G), we
prove the existence of at least two T-periodic solutions z(7) and z(t) with
(7)) <z < 2,

Next, we claim that if, for some § < s; the equation has a T-periodic
solution (that we will denote by w), then equation (&) has at least two T-
periodic solutions for each s €13, s1].

We write equation (&%) as

' +g(t,z)—5—(s—3) =0,

so that «(t) = w(t) is a strongly proper lower solution of (&) (as in Theo-
rem 3.1). On the other hand, for o = s, condition (G5 ) implies the Villari’s
condition at —oo with § = 1 and, similarly, (G5 ) implies the Villari’s condition
at +o0o with § = 1 An application of Theorem 2.5 and Theorem 2.7 guarantees
the existence of at least one T-periodic solution u(~) of (&) with (=) < w and
the existence of at least one T-periodic solution u(*) of (&,) with u(*) = w.
Clearly, u(=) # u().

Since we can take s; arbitrarily large, we conclude that the set of the pa-
rameters s for which equation (&) has T-periodic solutions is an interval J
with sup J = +o0. Setting

s0 := inf{s € R: (&) has at least one T-periodic solution} € R U {—o0},

we know that sg is finite, indeed, vy < sy < go. Moreover, by the above
discussion, we also know, that for each s > sy equation (&;) has at least two
T-periodic solutions. By construction, we also know that for s < sg, there is
no T-periodic solution for (&).

To conclude the proof, we have to check that for s = sg there is at least
one T-periodic solution. This will be achieved following an argument borrowed
from [8]. Let s2 < so < s1 be fixed and let ,, be a decreasing sequence of
parameters with 6, — sg and 6,, €]sg, s1] for all n. By the estimates developed
previously, we know that, for each n there exists at least one (actually two)
T-periodic solution w, of equation =’ + g(t,z) = 0, with |w,|lc < M, where
M is a uniform a priori bound obtained as R* in (10). An application of the
Ascoli-Arzela theorem, passing to the limit as n — oo, provides the existence of
at least one T-periodic solution of (&) for s = sg . This completes the proof. [

REMARK 3.4. Notice that assuming the Villari’s condition (GV') is equivalent
to require both (G5) and (GF). As in [17, Remark 2|, we also observe that all
the results remain true if s in (&) is replaced by s¢(t) with ¢ € L*°(0,T) and
positive (i.e. essinfp > 0).
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4. Applications

In this section we show a few applications of the preceding theorems in order to
treat some classical examples in literature. In particular, we focus our attention
to consequences of Theorem 3.3.

As a first example, we consider the periodic problem associated with

(V&) o' +(t)d(x) = s +p(t).
In this case, a multiplicity result reads as follow.

COROLLARY 4.1. Let ¢ : R — R be a continuous function and suppose that

(Hy) lim ¢(z) = +oc.

|| =00

Let v, p € L*>(0,T) with y(t) > 0 for a.e. t € [0,T] and fOT ~(t)dt > 0. Then,
there exists so € R such that:

1° for s < sp, equation (#Es) has no T-periodic solutions;
2°  for s = so, equation (#&s) has at least one T-periodic solution;
3° for s > s, equation (W& ) has at least two T-periodic solutions.
Proof. We apply Theorem 3.3 for
g(t, z) :=y(t)p(x) — p(2).

Let us set ¢p := mingecr ¢(§). For any d > max{¢o,0}, we introduce the
following constants:

¢ (d) ;= min{¢(x) : x < —d}, (T(d) := min{p(x) : x > d}.
From (H,) it follows that ¢ (d) — +o0 for d — +o0.

Let = € Cr be such that |z(t)] > d > 0 for all t € [0,T7]. If z(t) < —d, Vt,
then

T T T
7 atwaoa=z [woema-£ [0

_ T T
zCT“‘”/ A0t =7 [ oo

In the other case, if z(t) > d, Vt, then

T + T T
= / ot (1) dt > S0 / 1e) dt — / p(t) dt.
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Hence, the Villari’s condition (GV) is satisfied by the properties of (*(d).
Hypothesis (Gg) is satisfied by choosing as by (t) the positive part of p(t) —

Y(t)po and a9 = 0. Also (G1) holds for zp = 0 and any constant gy >

7]l o0 @(0) + ||P||oo - Now, an application of Theorem 3.3 gives the result. [

Corollary 4.1 extends [24, Corollary 3.1], where the periodic problem for
equation (#& ) was considered only for v = 1.
Our second example deals with a generalized Riccati equation of the form

(%€ ) '+ @)l +y1(t)z +0(t) = s.
Also in this case a multiplicity result can be stated.

COROLLARY 4.2. Let v € L*(0,T) and v1,v, € L'(0,T), with v,(t) > 0 for

a.e. t €1[0,T] and fOT vp(t) dt > 0. Then, there exists so € R such that:
1° for s < sg, equation (% s) has no T-periodic solutions;

2°  for s = s, equation (%Es) has at least one T-periodic solution;

3° for s > s, equation (%&s) has at least two T-periodic solutions.

Proof. We show, that all the hypotheses of Theorem 3.3 are fulfilled for

g(t, @) =y ()]z” + 71 (t)x +0(2).

Condition (Gg) holds for ag := |y1| and by := |yg|. Concerning hypothesis (G1)
we observe that it is satisfied with g = 0 and gg > ||70]|0o - Finally, we verify
the validity of the Villari’s condition (GV'). Let us suppose that K7 > 1 and
K5 > 0 are fixed and z € Cr is such that |z|max < K1|Z|min + K2 .

T T
7 [ ottaoyae = [ Gkl +2 (0 +0(0)

> |2 in V0111 = |2 [max /71l = l1v0llx
> |22 inlvplls = |2 lmin K[yl = K2yl = l1voll1 -
Therefore,
1 (T
T/ g(t,z(t))dt = 400, as |x|min — +00,
0
so that (GV) is satisfied. O

REMARK 4.3. The nonlinear term v, (t)|z|? + 71 (£)x + vo(t) in equation (%&;)
is convex in z (and strictly on a set of positive measure). We can then apply a
result of Mawhin in [17, Proposition 3] which guarantees that there are at most
two T-periodic solutions for each s € R. As a consequence, in the situation of
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Corollary 4.2, we conclude that for each s > s¢ equation (% ;) has exactly two
T-periodic solutions z(7) < z(+). Moreover, z(*) is asymptotically stable and
(=) is unstable (cf. [25]). Figure 1 shows an example for this case. The same
conclusion holds also for Corollary 4.1 if we assume that ¢ is strictly convex.

MM
YYYYYYYVYVY

(a) The four solutions in the interval (b) The four solutions in the interval
[—60, 0] show evidence of the presence of [0,120] show evidence of an asymptoti-
an unstable periodic solution. cally stable periodic solution.

Figure 1: A numerical simulation for equation (%&). The example is obtained
for y2(t) = max{0,sint — 0.9}, v1(¢t) = cost, v(t) = 0, p = 1.1 and s = 1.
We have considered the solutions corresponding to four initial points z(0) =
—90, —50 (magenta), 0 (black), 120. Consistently with Remark 4.3 we give evidence
of two 2m-periodic solutions.

5. Appendix: Mawhin’s coincidence degree

For the reader’s convenience, we briefly recall here a few basic facts from coinci-
dence degree theory which are used in the present paper. We refer to [10, 15, 19]
for the general theory.

Let X, Z be real normed spaces and let 2 be an open bounded set in X.
We consider a coincidence equation of the form

Lz =Nz, x&€domLNQ, (11)

where L : X D domL — Z is a linear (non-invertible) Fredholm mapping of
index zero and N : X — Z is a nonlinear operator. We also consider two
linear and continuous projections P : X — kerL and @ : Z — ImL, as well
as, the (continuous) right inverse of L, denoted by Kp : ImL — domL N X,
where X := kerP = X/kerL is a complementary subspace of kerL in X. In
this manner (11) is equivalent to the fixed point problem

z=®(z):=Pr+JQNz+ Kp(I —Q)Nz, z€Q, (12)
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where J : cokerL = Im@ = Z/ImL — kerL is a linear isomorphism. We further
suppose that N is a continuous operator which maps bounded sets to bounded
sets and such that, for any bounded set B in X, the set Kp(I — Q)N(B) is
relatively compact (i.e., N is L-completely continuous [19]). As a consequence,
the operator @, defined in (12), is completely continuous, too.

If we suppose that

Lx # Nz, Vz € domL N,

then also I — ® never vanishes on 92 and, therefore, we can define the coinci-
dence degree
Dp(L—N,Q) :=deg(I — 2,9Q,0),

where “deg” denotes the Leray-Schauder degree. Notice that, usually one de-
fines the coincidence degree with absolute value, namely |Dp(L — N,Q)| =
|deg(I — ®,€2,0)| in order to make the degree independent from the choice
of the projections P, (@, the isomorphism J and the orientations of kerL and
cokerL (see [19]). In our applications no sign ambiguity will arise because we
fix the natural orientations on kerL and cokerL, which are identified by R and
we choose P, @ and J in an obvious way.

If we denote by “degp” the (finite dimensional) Brouwer degree, then, ac-
cording to Mawhin’s continuation theorem (see [12, 13]), the following result
holds.

THEOREM 5.1. Let L and N be as above and let Q2 C X be an open and bounded
set. Suppose that Lz # ANz, Vo € dom L NN, YA €]0,1] and QN (x) # 0,
Vo e dQNkerL. Then,

Dp(L— N,Q) =degp(—JQN |xerr, 2 NkerL,0).

As a consequence, if degg(—JQN |xerr, 2 NkerL,0) # 0, then (11) has at leat
one solution.

We also point out that the classical properties of the Leray-Schauder degree,
such as additivity/excision, homotopic invariance, hold also in the coincidence
degree framework.

REFERENCES

[1] A. AMBROSETTI, Observations on global inversion theorems, Atti Accad. Naz.
Lincei Cl. Sci. Fis. Mat. Natur. Rend. Lincei (9) Mat. Appl. 22 (2011), no. 1,
3-15.

[2] A. AMBROSETTI AND G. PRODI, On the inversion of some differentiable map-
pings with singularities between Banach spaces, Ann. Mat. Pura Appl. (4) 93
(1972), 231-246.



354

3l
(4]

(5]
(6]

(7]

(8]

(9]

[10]

[11]
[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

E. SOVRANO AND F. ZANOLIN

A. BarTauz AND F. ZANOLIN, Coezistence states for periodic competitive Kol-
mogorov systems, J. Math. Anal. Appl. 219 (1998), no. 2, 179-199.

C. BEREANU AND J. MAWHIN, Ezistence and multiplicity results for some non-
linear problems with singular ¢-Laplacian, J. Differential Equations 243 (2007),
no. 2, 536-557.

M. S. BERGER AND E. PopoLAK, On the solutions of a nonlinear Dirichlet
problem, Indiana Univ. Math. J. 24 (1974/75), 837-846.

C. DE CoOSTER AND P. HABETS, Two-point boundary value problems: lower
and upper solutions, Mathematics in Science and Engineering, vol. 205, Elsevier
B. V., Amsterdam, 2006.

C. DE CosTER, F. OBERSNEL, AND P. OMARI, A qualitative analysis, via
lower and upper solutions, of first order periodic evolutionary equations with lack
of uniqueness, Handbook of differential equations: ordinary differential equa-
tions. Vol. III, Handb. Differ. Equ., Elsevier/North-Holland, Amsterdam, 2006,
pp- 203-339.

C. FaBRy, J. MawHIN, AND M. N. NKAsHAMA, A multiplicity result for pe-
riodic solutions of forced nonlinear second order ordinary differential equations,
Bull. London Math. Soc. 18 (1986), no. 2, 173-180.

A. FoNDpA AND A. SFEccCI, On a singular periodic Ambrosetti-Prodi problem,
Nonlinear Anal. 149 (2017), 146-155.

R. E. GaINEs AND J. L. MawHIN, Coincidence degree, and nonlinear differen-
tial equations, Lecture Notes in Mathematics, Vol. 568, Springer-Verlag, Berlin-
New York, 1977.

R. MANASEVICH AND J. MAWHIN, Periodic solutions for nonlinear systems with
p-Laplacian-like operators, J. Differential Equations 145 (1998), no. 2, 367-393.
J. MawHIN, Equations intégrales et solutions périodiques des systémes différen-
tiels non linéaires, Acad. Roy. Belg. Bull. Cl. Sci. (5) 55 (1969), 934-947.

J. MAWHIN, Equivalence theorems for monlinear operator equations and coinci-
dence degree theory for some mappings in locally convex topological vector spaces,
J. Differential Equations 12 (1972), 610-636.

J. MAWHIN, An extension of a theorem of A. C. Lazer on forced nonlinear
oscillations, J. Math. Anal. Appl. 40 (1972), 20-29.

J. MAwHIN, Topological degree methods in nonlinear boundary value problems,
CBMS Regional Conference Series in Mathematics, vol. 40, American Mathe-
matical Society, Providence, R.I., 1979.

J. MAwWHIN, Ambrosetti-Prodi type results in nonlinear boundary value problems,
Differential equations and mathematical physics (Birmingham, Ala., 1986), Lec-
ture Notes in Math., vol. 1285, Springer, Berlin, 1987, pp. 290-313.

J. MAwHIN, First order ordinary differential equations with several periodic so-
lutions, Z. Angew. Math. Phys. 38 (1987), no. 2, 257-265.

J. MAWHIN, Riccati type differential equations with periodic coefficients, Pro-
ceedings of the Eleventh International Conference on Nonlinear Oscillations (Bu-
dapest, 1987), Janos Bolyai Math. Soc., Budapest, 1987, pp. 157-163.

J. MawHIN, Topological degree and boundary value problems for nonlinear differ-
ential equations, Topological methods for ordinary differential equations (Mon-
tecatini Terme, 1991), Lecture Notes in Math., vol. 1537, Springer, Berlin, 1993,



[20]

21]

22]

23]

24]

[25]

[26]
27]
28]
[29]
(30]
31]

32]

A FIRST ORDER PERIODIC ODE 355

pp. 74-142.

J. MawHIN, The periodic Ambrosetti-Prodi problem for nonlinear perturbations
of the p-Laplacian, J. Eur. Math. Soc. (JEMS) 8 (2006), no. 2, 375-388.

J. MAwHIN AND K. SZzyMANSKA-DEBOWSKA, Second-order ordinary differential
systems with nonlocal Neumann conditions at resonance, Ann. Mat. Pura Appl.
(4) 195 (2016), no. 5, 1605-1617.

H. P. McKEaN aND J. C. ScovEL, Geometry of some simple nonlinear dif-
ferential operators, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 13 (1986), no. 2,
299-346.

F. I. Nyjoku AND P. OMARI, Stability properties of periodic solutions of a Duff-
ing equation in the presence of lower and upper solutions, Appl. Math. Comput.
135 (2003), no. 2-3, 471-490.

M. N. NkasHAMA, A generalized upper and lower solutions method and multi-
plicity results for nonlinear first-order ordinary differential equations, J. Math.
Anal. Appl. 140 (1989), no. 2, 381-395.

F. OBERSNEL AND P. OMARI, Old and new results for first order periodic ODEs
without uniqueness: a comprehensive study by lower and upper solutions, Adv.
Nonlinear Stud. 4 (2004), no. 3, 323-376.

R. ORTEGA, Stability of a periodic problem of Ambrosetti- Prodi type, Differential
Integral Equations 3 (1990), no. 2, 275-284.

R. OrRTEGA AND A. TINEO, An exclusion principle for periodic competitive
systems in three dimensions, Nonlinear Anal. 31 (1998), no. 7, 883-893.

E. SovRANO AND F. ZANOLIN, Ambrosetti-Prodi periodic problem under local
coercivity conditions, Adv. Nonlinear Stud. (to appear).

G. VIDoSSICH, Multiple periodic solutions for first-order ordinary differential
equations, J. Math. Anal. Appl. 127 (1987), no. 2, 459-469.

G. VILLARI, Soluzioni periodiche di una classe di equazioni differenziali del
terz’ordine quasi lineari, Ann. Mat. Pura Appl. (4) 73 (1966), 103-110.

F. ZANOLIN, Permanence and positive periodic solutions for Kolmogorov com-
peting species systems, Results Math. 21 (1992), no. 1-2, 224-250.

F. ZanoLIN, Continuation theorems for the periodic problem via the translation
operator, Rend. Sem. Mat. Univ. Politec. Torino 54 (1996), no. 1, 1-23.

Authors’ addresses:

Elisa Sovrano

Department of Mathematics, Computer Science and Physics
University of Udine

via delle Scienze 206, 33100 Udine, Italy

E-mail: sovrano.elisa@spes.uniud.it

Fabio Zanolin

Department of Mathematics, Computer Science and Physics
University of Udine

via delle Scienze 206, 33100 Udine, Italy

E-mail: fabio.zanolin@uniud.it

Received October 23, 2017
Accepted October 27, 2017



