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Abstract
We deal with the Neumann boundary value problem

u′′ +
(
λa+(t)− µa−(t)

)
g(u) = 0,

0 < u(t) < 1, ∀ t ∈ [0, T ],

u′(0) = u′(T ) = 0,

where the weight term has two positive humps separated by a negative
one and g : [0, 1]→ R is a continuous function such that g(0) = g(1) = 0,
g(s) > 0 for 0 < s < 1 and lims→0+ g(s)/s = 0. We prove the existence
of three solutions when λ and µ are positive and sufficiently large.

1 Introduction

In this paper, we are interested in the multiplicity of positive solutions for
an indefinite Neumann boundary value problem of the form{

u′′ + a(t)g(u) = 0,

u′(0) = u′(T ) = 0,
(1.1)
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where the weight term a ∈ L1(0, T ) is sign-changing and the nonlinearity
g : [0, 1]→ R+ := [0,+∞[ is a continuous function such that

(g∗) g(0) = g(1) = 0, g(s) > 0 for 0 < s < 1,

and

(g0) lim
s→0+

g(s)

s
= 0.

In our context, a solution u(t) of problem (1.1) is meant in the Carathéodory’s
sense and is such that 0 ≤ u(t) ≤ 1 for all t ∈ [0, T ]. Moreover, we say that a
solution is positive if u(t) > 0 for all t ∈ [0, T ].

Our study is motivated by the results achieved in [1, 2, 3, 6, 7, 8, 10, 11, 14]
in which, dealing with different boundary value problems compared to the one
treated here, the authors established multiplicity results of positive solutions in
relation to the features of the graph of the weight a(t). This way, we would like to
pursue further the investigation of the dynamical effects produced by the weight
term associated with nonlinearities satisfying conditions (g∗) and (g0). With this
purpose, first of all we notice that the search of positive solutions under these
assumptions leads to some well know facts. Indeed, it is straightforward to verify
that problem (1.1) has two trivial solutions: u ≡ 0 and u ≡ 1. Furthermore, by
an integration of the differential equation in (1.1) and by taking into account
the Neumann boundary conditions, we obtain a necessary condition for the
existence of nontrivial positive solutions to problem (1.1): the weight a(t) has
to be sign-changing in the interval [0, T ]. This is the peculiar characteristic
which leads to call indefinite the problem we are studying.

Indefinite Neumann problems with a nonlinearity g(s) satisfying (g∗) are
a very important issue in the field of population genetics, starting from the
pioneering works [4, 9, 12, 19]. However, as far as we know, in order to achieve
both results of uniqueness and multiplicity, lot of attention has been given to
the proprieties of the nonlinearity g(s) instead of the shape of the graph of the
weight a(t). Contributions in this direction are achieved in [15, 16, 17, 20]. In
particular, dealing with a nonlinearity g(s) similar to the one taken into account
in the present paper, in [17] the authors stated the following multiplicity result:

if
∫ T
0
a(t) dt < 0 and g(s) satisfies (g∗) and (g0) along with lims→0+ g(s)/sk > 0

for some k > 1, then the Neumann problem associated with du′′ + a(t)g(u) = 0
has at least two positive solutions for d > 0 sufficiently small. Instead, in the
present work, we consider a different dispersal parameter d and we study the
effects that an indefinite weight has on the dynamics of problem (1.1). For this
reason, we suppose that the function a(t) is characterized by a finite sequence
of positive and negative humps. This way, our first goal is to show how the
dynamics could be more rich than the ones in [17] (cf. Example at p. 3).

Accordingly, throughout this paper, we will assume that

(a∗)

∃σ, τ with 0 < σ < τ < T such that

a+(t) � 0, a−(t) ≡ 0, on [0, σ],

a+(t) ≡ 0, a−(t) � 0, on [σ, τ ],

a+(t) � 0, a−(t) ≡ 0, on [τ, T ],

where, following a standard notation, a(t) � 0 means that a(t) ≥ 0 almost
everywhere on a given interval with a 6≡ 0 on that interval. Moreover, given two
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real positive parameters λ and µ, we will consider the function

a(t) = aλ,µ(t) := λa+(t)− µa−(t), (1.2)

with a+(t) and a−(t) denoting the positive and the negative part of the function
a(t), respectively. In our framework, the dispersal parameter is thus modulated
by the coefficients λ and µ. A weight term defined as in (1.2) is already addressed
in different contexts (cf. [3, 21]) and the starting interest can be traced back at
the works [13, 14].

With the above notation, problem (1.1) reads as follows

(Nλ,µ)

{
u′′ +

(
λa+(t)− µa−(t)

)
g(u) = 0,

u′(0) = u′(T ) = 0.

We are now ready to state our main result which addresses multiplicity of
positive solutions to problem (Nλ,µ).

Theorem 1.1. Let g : [0, 1] → R+ be a locally Lipschitz continuous function
satisfying (g∗) and (g0). Let a : [0, T ] → R be an L1-function satisfying (a∗).
Then, there exists λ∗ > 0 such that for each λ > λ∗ there exists µ∗(λ) > 0 such
that for every µ > µ∗(λ) problem (Nλ,µ) has at least three positive solutions.

To illustrate the dynamics of the parameter-dependent problem (Nλ,µ), we
will look at the following example.

Prototypical Example. Consider the nonlinearity defined as

g(s) := s2(1− s), s ∈ [0, 1], (1.3)

coupled with a weight term of the form

a(t) := a11[0,σ](t)− a21]σ,τ [(t) + a31[τ,T ](t), t ∈ [0, T ], (1.4)

where a1, a2, a3 ∈ ]0,+∞[ are some fixed values and 1A denotes the indicator
function of set A (see Figure 1 (a)–(b) for a graphical representation of these
functions). The resulting problem (Nλ,µ) is in the setting of Theorem 1.1 (see
Figure 1 (c) for the numerical evidence of the existence of three positive solutions
to problem (Nλ,µ) for λ and µ sufficiently large). C

As a strategy to prove Theorem 1.1, we exploit the shooting method. With
this respect, it is natural to study problem (Nλ,µ) in the phase-plane (x, y) =
(u, u′). Accordingly, the differential equation in (Nλ,µ) can be equivalently
written as a planar system in the following form

(Sλ,µ)

{
x′ = y,

y′ = −
(
λa+(t)− µa−(t)

)
g(x).

Thus, we consider the vector field associated with (Sλ,µ) in order to look at
the corresponding deformation of the interval [0, 1] contained in the positive
x-axis. As an intuitive explanation of our approach, we state that we look
for intersection points between two planar continua: the one obtained from
shooting the set X[0,1] := [0, 1]× {0} forward in time over [0, τ ] with the other
one obtained from shooting again the same set X[0,1] backward in time over
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(a) Graph of the nonlinear term g(s)
defined as in (1.3).
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(b) Graph of the weight term a(t) de-
fined as in (1.4) with σ = 0.5, τ = 1,
T = 2, a1 = 1.75, a2 = 1, a3 = 1.
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(c) Three positive solutions of (Nλ,µ) for λ = 25 and µ = 500.

Figure 1: Multiplicity of positive solutions for the indefinite Neumann problem (Nλ,µ)
as in the framework of Example.

[τ, T ]. We refer to Section 2.4 for a rigorous discussion and application of this
topological tool.

The present paper is organized as follows. In Section 2 we carry out the
proof of Theorem 1.1. In Section 3 we end with applications, focusing on the
periodic problem and on radially symmetric solutions of elliptic PDEs in annular
domains.

2 Proof of Theorem 1.1

In this section we will find three positive solutions for problem (Nλ,µ),
demonstrating our multiplicity result. Accordingly, the proof of Theorem 1.1
will be divided into four steps. First of all, we will study system (Sλ,µ) sepa-
rately in the three intervals: [0, σ], [σ, τ ] and [τ, T ]. Then, we will achieve the
thesis combining the dynamics of system (Sλ,µ) previously performed.

Throughout this section, we assume the following hypotheses on problem
(Nλ,µ): the weight a ∈ L1(0, T ) satisfies (a∗) and the function g : [0, 1]→ R+ is
locally Lipschitz continuous satisfying (g∗) and (g0).

As a first step, we extend the function g(s) continuously to the whole real
line, by setting

g(s) = 0, for s ∈ ]−∞, 0[ ∪ ]1,+∞[.
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The extension is still denoted by g(s). In this manner, any solution of a Cauchy
problem associated with (Sλ,µ) is globally defined on [0, T ].

Secondly, we introduce the following notation:

A±(t′, t′′) :=

∫ t′′

t′
a±(ξ) dξ, t′, t′′ ∈ [0, T ] with t′ ≤ t′′.

Moreover, we set

g∗(κ
′, κ′′) := min

s∈[κ′,κ′′]
g(s), κ′, κ′′ ∈ [0, 1] with κ′ < κ′′.

2.1 Study of system (Sλ,µ) in [0, σ]

In the interval [0, σ] system (Sλ,µ) reduces to{
x′ = y,

y′ = −λa+(t)g(x).
(2.1)

Since A+(0, 0) = 0, A+(0, σ) > 0 and t 7→ A+(0, t) is a continuous non-
decreasing map on [0, σ], without loss of generality, we can suppose that

A+(0, t) > 0, ∀ t ∈ ]0, σ].

Otherwise, there exists a maximal interval [0, t0] where A(0, t) = 0 for all t ∈
[0, t0] and the study of system (2.1) can be performed in the interval [t0, σ].

We are going to prove that, for every initial condition (x0, 0) with x0 ∈ ]0, 1[,
the solution (x(t), y(t)) of the Cauchy problem associated with (2.1) at time
t = σ belongs to ]−∞, 0]× ]−∞, 0[ for λ sufficiently large.

Lemma 2.1. Let λ > 0, κ1 ∈ ]0, 1[ and t1 ∈ ]0, σ[. For every γ1 ≥ κ1/(σ− t1),
any solution (x(t), y(t)) of (2.1) with x(t1) ≤ κ1 and y(t1) ≤ −γ1 satisfies
x(σ) ≤ 0 and y(σ) ≤ −γ1.

Proof. Let λ, κ1, t1 and γ1 be fixed as in the statement. Let (x(t), y(t)) be a
solution of (2.1) with x(t1) ≤ κ1 and y(t1) ≤ −γ1. Since y′(t) ≤ 0 on [0, σ], we
immediately obtain that

y(t) ≤ y(t1) ≤ −γ1, for all t ∈ [t1, σ],

and, consequently, we have

x(σ) = x(t1) +

∫ σ

t1

y(ξ) dξ ≤ κ1 − γ1(σ − t1) ≤ 0.

The thesis follows.

Lemma 2.2. Let κ0, κ1 be such that 0 < κ1 < κ0 < 1 and t1 ∈ ]0, σ[. Given

λ?(κ0, κ1, t1) :=
κ0 − κ1

g∗(κ1, κ0)
∫ t1
0
A+(0, ξ) dξ

(2.2)

and 0 < γ1 ≤ (κ0 − κ1)/t1, then, for every λ > λ?(κ0, κ1, t1), the solution
(x(t), y(t)) of (2.1) with initial conditions x(0) = κ0 and y(0) = 0 satisfies
x(t1) < κ1 and y(t1) < −γ1.
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Proof. Let κ0, κ1, t1, γ1 and λ?(κ0, κ1, t1) be fixed as in the statement. For
λ > λ?(κ0, κ1, t1) consider the solution (x(t), y(t)) of (2.1) with x(0) = κ0 and
y(0) = 0.

First, we suppose by contradiction that x(t1) ≥ κ1. Consequently, by the
monotonicity of x(t) in [0, σ], we have

0 < κ1 ≤ x(t) ≤ κ0 < 1, for all t ∈ [0, t1].

Since y′(t) ≤ −λa+(t)g∗(κ1, κ0) on [0, t1], we obtain

y(t) ≤ −λg∗(κ1, κ0)A+(0, t), for all t ∈ [0, t1].

Then

x(t) ≤ x(0)− λg∗(κ1, κ0)

∫ t

0

A+(0, ξ) dξ, for all t ∈ [0, t1],

and, since λ > λ?(κ0, κ1, t1), in particular we have

x(t1) ≤ κ0 − λg∗(κ1, κ0)

∫ t1

0

A+(0, ξ) dξ < κ1,

a contradiction.
Secondly, we suppose by contradiction that

y(t) ≥ −γ1, for all t ∈ [0, t1].

By integrating, we have

x(t1) = κ0 +

∫ t1

0

y(ξ) dξ ≥ κ0 − γ1t1 ≥ κ1.

A contradiction is achieved as above and the lemma is proved.

Notice that in the previous lemmas condition (g0) is not required to obtain
the conclusions. On the contrary, in the next lemma this condition will be crucial
(cf. Remark 2.1). In more detail, for any fixed λ > 0, taking initial conditions
(x(0), y(0)) ∈ ]0, δ] × {0} with δ > 0 small, then the solution (x(t), y(t)) of
the Cauchy problem associated with system (2.1) at time t = σ belongs to
]0, 1[× ]−∞, 0[.

Lemma 2.3. Let λ > 0, ν ∈ ]0, π/2[ and κ1 ∈ ]0, 1[. Then, there exists
ε̂ = ε̂(λ, ν) > 0 such that for any ε ∈ ]0, ε̂[ there exists δε ∈ ]0, κ1[ such that the
following holds: for any fixed κ ∈ ]0, δε], the solution (x(t), y(t)) of (2.1) with
initial conditions x(0) = κ and y(0) = 0 satisfies

−ν ≤ arctan

(
y(t)

x(t)

)
≤ 0, for all t ∈ [0, σ]. (2.3)

Proof. Let λ, ν and κ1 be fixed as in the statement. Let ε̂ = ε̂(λ, ν) > 0 be such
that

arctan
(√

λ‖a+‖∞ε tan
(
σ
√
λ‖a+‖∞ε

))
< ν, for all ε ∈ ]0, ε̂[, (2.4)
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where, as usual, we denote by ‖·‖∞ the supremum norm. From hypothesis (g0),
for all ε > 0 there exists δε ∈ ]0, κ1[ such that

g(s) ≤ εs, for all s ∈ [0, δε].

For κ ∈ ]0, δε], we consider the solution (x(t), y(t)) of (2.1) with x(0) = κ and
y(0) = 0.

First of all, we write the solution in polar coordinates

x(t) = ρ(t) cos(ϑ(t)), y(t) = ρ(t) sin(ϑ(t)).

For t ∈ [0, σ] we have

ϑ(t) = arctan

(
y(t)

x(t)

)
and

ϑ′(t) =
y′(t)x(t)− x′(t)y(t)

x2(t) + y2(t)
=
−λa+(t)g(x(t))x(t)− y2(t)

ρ2(t)
≤ 0.

Then, since ϑ(0) = 0,

ϑ(t) = arctan

(
y(t)

x(t)

)
≤ 0, for all t ∈ [0, σ].

Therefore, in order to conclude the proof, we have to prove the first inequality
in (2.3). Let ε ∈ ]0, ε̂[, then

−ϑ′(t) =
λa+(t)g(x(t))x(t) + y2(t)

ρ2(t)
≤ λa+(t)εx2(t) + y2(t)

ρ2(t)

≤ λ‖a+‖∞ε cos2(ϑ(t)) + sin2(ϑ(t)), for all t ∈ [0, σ].

By integrating on [0, t], we obtain

−
∫ ϑ(t)

ϑ(0)

dζ

λ‖a+‖∞ε cos2(ζ) + sin2(ζ)
≤
∫ t

0

dξ = t ≤ σ, for all t ∈ [0, σ].

The first term can be equivalently written as

−
∫ ϑ(t)

ϑ(0)

dζ

λ‖a+‖∞ε cos2(ζ) + sin2(ζ)
=

=

∫ 0

ϑ(t)

dζ

cos2(ζ)
(
λ‖a+‖∞ε+ tan2(ζ)

)
= −

∫ 0

tan(ϑ(t))

dz

λ‖a+‖∞ε+ z2

=
1√

λ‖a+‖∞ε
arctan

(
tan |ϑ(t)|√
λ‖a+‖∞ε

)
, for all t ∈ [0, σ].

Consequently

|ϑ(t)| ≤ arctan
(√

λ‖a+‖∞ε tan
(
σ
√
λ‖a+‖∞ε

))
, for all t ∈ [0, σ].

At last, by the choice of ε ∈ ]0, ε̂[ and condition (2.4), formula (2.3) is proved.
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2.2 Study of system (Sλ,µ) in [τ, T ]

System (Sλ,µ) in the interval [τ, T ] can be equivalently written as (2.1). Since
A+(T, T ) = 0, A+(τ, T ) > 0 and t 7→ A+(t, T ) is a continuous non-increasing
map on [τ, T ], without loss of generality, we can suppose that

A+(t, T ) > 0, ∀ t ∈ [τ, T [.

Otherwise, there exists a maximal interval [tT , T ] where A+(t, T ) = 0 for all
t ∈ [tT , T ] and the study of system (2.1) can be performed in the interval [τ, tT ].

In this context, the situation is exactly symmetric to the one described in
Lemma 2.1 and Lemma 2.2. We collect here the corresponding results, passing
over the proofs since they are analogous to the previous ones.

Lemma 2.4. Let λ > 0, κ3 ∈ ]0, 1[ and t3 ∈ ]τ, T [. For every γ3 ≥ κ3/(t3− τ),
any solution (x(t), y(t)) of (2.1) with x(t3) ≤ κ3 and y(t3) ≥ γ3 satisfies x(τ) ≤ 0
and y(τ) ≥ γ3.

Lemma 2.5. Let κ3, κT be such that 0 < κ3 < κT < 1 and t3 ∈ ]τ, T [. Given

λ??(κ3, κT , t3) :=
κT − κ3

g∗(κ3, κT )
∫ T
t3
A+(ξ, T ) dξ

(2.5)

and 0 < γ3 ≤ (κT − κ3)/(T − t3), then, for every λ > λ??(κ3, κT , t3), the
solution (x(t), y(t)) of (2.1) with initial conditions x(T ) = κT and y(T ) = 0
satisfies x(t3) < κ3 and y(t3) > γ3.

2.3 Study of system (Sλ,µ) in [σ, τ ]

Consider now the interval [σ, τ ], where system (Sλ,µ) reduces to{
x′ = y,

y′ = µa−(t)g(x).
(2.6)

Without loss of generality, we can suppose that A−(σ, t) > 0 for all t ∈ ]σ, τ ].
Indeed, it is always possible to choose a suitable σ as in (a∗) that satisfies this
additional hypothesis, as pointed out in [3, 7, 8, 21].

Our purpose is to determine the initial conditions (x(σ), y(σ)) such that
the corresponding solution (x(t), y(t)) of the Cauchy problem associated with
system (2.6) belongs to [1,+∞[× ]0,+∞[ at time t = τ , for µ sufficiently large.

Lemma 2.6. Let µ > 0, κ2 ∈ ]0, 1[ and t2 ∈ ]σ, τ [. For every ω ≥ (1−κ2)/(τ −
t2), any solution (x(t), y(t)) of (2.6) with x(t2) ≥ κ2 and y(t2) ≥ ω satisfies
x(τ) ≥ 1 and y(τ) ≥ ω.

Proof. Let µ, κ2, t2 and ω be fixed as in the statement. Let (x(t), y(t)) be a
solution of (2.6) with x(t2) ≥ κ2 and y(t2) ≥ ω. Since y′(t) ≥ 0 on [σ, τ ], we
immediately obtain that y(t) ≥ y(t2) ≥ ω for every t ∈ [t2, τ ]. In particular, it
follows that y(τ) ≥ ω. Moreover, we have

x(τ) = x(t2) +

∫ τ

t2

y(ξ) dξ ≥ κ2 + ω(τ − t2) ≥ 1.

The thesis follows.

8



Lemma 2.7. Let κσ, κ2 be such that 0 < κσ < κ2 < 1 and ωσ > 0. Given

σ < t2 ≤ min

{
σ +

κσ
2ωσ

, τ

}
, 0 < ω ≤ κ2 − κσ

t2 − σ
,

and

µ?(κ2, κσ, t2, ωσ) :=
κ2 − κσ + (t2 − σ)ωσ

g∗(κσ/2, κ2)
∫ t2
σ
A−(σ, ξ) dξ

, (2.7)

then, for every µ > µ?(κ2, κσ, t2, ωσ), any solution (x(t), y(t)) of (2.6) with
x(σ) = κσ and y(σ) ≥ −ωσ satisfies x(t2) > κ2 and y(t2) > ω.

Proof. Let κσ, κ2, ωσ, t2, ω and µ?(κ2, κσ, t2, ωσ) be fixed as in the statement.
For µ > µ?(κ2, κσ, t2, ωσ), let (x(t), y(t)) be a solution of (2.6) with x(σ) = κσ
and y(σ) ≥ −ωσ.

First, we suppose by contradiction that x(t2) ≤ κ2. This way, by the convex-
ity of the function x(t) in [σ, τ ] and the assumption κ2 > κσ, we easily deduce
that

x(t) ≤ κ2, for all t ∈ [σ, t2].

Since y′(t) ≥ 0 on [σ, τ ] and y(σ) ≥ −ωσ, we derive that

x(t) ≥ −ωσt+ κσ + ωσσ, for all t ∈ [σ, τ ],

and, by the condition on the point t2, we obtain that

x(t) ≥ κσ
2
, for all t ∈ [σ, t2].

By an integration of (2.6), for every t ∈ [σ, t2], we have

y(t) = y(σ) +

∫ t

σ

y′(ξ) dξ = y(σ) + µ

∫ t

σ

a−(ξ)g(x(ξ)) dξ

and

x(t) = x(σ) +

∫ t

σ

y(ξ) dξ = κσ + (t− σ)y(σ) + µ

∫ t

σ

∫ z

σ

a−(ξ)g(x(ξ)) dξdz.

Then, by the choice of µ > µ?(κ2, κσ, t2, ωσ), it follows that

κ2 ≥ x(t2) ≥ κσ − (t2 − σ)ωσ + µg∗(κσ/2, κ2)

∫ t2

σ

A−(σ, ξ) dξ > κ2,

a contradiction.
Secondly, we suppose by contradiction that y(t2) ≤ ω and thus that y(t) ≤ ω

for all t ∈ [σ, t2]. Then

x(t2) ≤ κσ + ω(t2 − σ) ≤ κ2

and a contradiction is achieved as above. This concludes the proof.
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2.4 Application of the shooting method

The working hypotheses assumed in this paper ensure the uniqueness and the
global existence of the solution (x(t;α, xα, yα), y(t;α, xα, yα)) to system (Sλ,µ)
satisfying the initial conditions

x(α) = xα, y(α) = yα. (2.8)

Consequently, we introduce (for every fixed couple of parameters λ and µ) the
Poincaré map Φβα associated to (Sλ,µ) in the interval [α, β] ⊆ [0, T ]. In partic-
ular, it is a global diffeomorphism of the plane onto itself defined by

Φβα : R2 → R2, Φβα(xα, yα) := (x(β), y(β)),

where (x(t), y(t)) = (x(t;α, xα, yα), y(t;α, xα, yα)) is the solution to (Sλ,µ) sat-
isfying the initial conditions (2.8).

At this point our goal is to combine the results obtained in the previous
subsections in order to describe the deformation in the phase-plane (x, y) of the
interval X[0,1] := [0, 1] × {0} through the Poincaré map. In particular, it is
straightforward to verify that any point P ∈ Φτ0(X[0,1])∩ΦτT (X[0,1]) determines
univocally a solution (x(t; τ, P ), y(t; τ, P )) of system (Sλ,µ) satisfying the Neu-
mann boundary conditions y(0; τ, P ) = y(T ; τ, P ) = 0. Hence, u(t) := x(t; τ, P )
is a solution of problem (Nλ,µ).

In Figure 2 we illustrate this approach by means of numerical simulations in
the case of the leading Example considered in the present paper.

−1 0 1 2 3

−2

0

2

4

6

8

x

y

(a) Shooting of X[0,1] forward over the in-
terval [0, τ ] (red) and shooting of X[0,1]

backward over the interval [τ, T ] (blue).

0.24 0.25
1.95

2

x

y

(b) Zooming on three intersection
points in Φτ0(X[0,1])∩ΦτT (X[0,1]) which
identify three solutions of (Nλ,µ).

Figure 2: In the phase plane (x, y): dynamics of the Poincaré maps Φτ0 and ΦτT
associated to system (Sλ,µ) as in the framework of Example with σ = 0.5, τ = 1,
T = 2, a1 = 1.75, a2 = 1, a3 = 1, for λ = 25 and µ = 500.

We are now ready to prove Theorem 1.1. Accordingly, we divide the argu-
ment in four steps. In the first three, we describe the main properties of the
image of the segment X[0,1] through the Poincaré maps associated to the subin-
tervals [0, σ], [σ, τ ] and [τ, T ], respectively. Finally, in the last step we reach the
thesis.

Step 1. Dynamics on [0, σ]. Let us fix 0 < κ1 < κ0 < 1 and 0 < t1 ≤
σ(1− κ1/κ0). In this manner, we have that κ1/(σ − t1) ≤ (κ0 − κ1)/t1 and so
we can apply Lemma 2.1 together with Lemma 2.2. Then, for λ > λ?(κ0, κ1, t1)
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(cf. (2.2)) and an arbitrary µ > 0, we obtain that

x(σ; 0, κ0, 0) ≤ 0, y(σ; 0, κ0, 0) < 0.

We stress that this conclusion does not depend on µ. Next, we notice that
Φσ0 (1, 0) = (1, 0) and, by the concavity of x in [0, σ], that Φσ0 ([0, 1] × {0}) ⊆
]−∞, 1]× ]−∞, 0]. Thus, from the continuous dependence of the solutions upon
the initial data and the Intermediate Value Theorem, the following fact holds.
There exists an interval [l1, 1] ⊆ [κ0, 1] such that Φσ0 ([l1, 1] × {0}) ⊆ [0, 1] ×
]−∞, 0], Φσ0 (l1, 0) ∈ {0} × ]−∞, 0[ and x(t; 0, ξ, 0) ∈ ]0, 1[ for all t ∈ [0, σ],
ξ ∈ ]l1, 1[.

Furthermore, by Lemma 2.3 there exits κ4 ∈ ]0, κ1[ such that Φσ0 (]0, κ4] ×
{0}) ⊆ ]0, 1[× ]−∞, 0]. Then, recalling that Φσ0 (κ0, 0) ∈ ]−∞, 0]× ]−∞, 0[, from
the same previous arguments of continuity, there exists an interval [0, r1] ⊆
[0, κ0] (with r1 > κ4) such that Φσ0 ([0, r1]× {0}) ⊆ [0, 1[× ]−∞, 0], Φσ0 (r1, 0) ∈
{0} × ]−∞, 0[ and x(t; 0, ξ, 0) ∈ ]0, 1[ for all t ∈ [0, σ], ξ ∈ ]0, r1[.

Step 2. Dynamics on [τ, T ]. Analogously to Step 1, let us fix 0 < κ3 < κT < 1
and 0 < t3 ≤ τ + (T − τ)κ3/κT . Given λ > λ??(κ3, κT , t3) (cf. (2.5)) and an
arbitrary µ > 0, from Lemma 2.4 and Lemma 2.5 we have that

x(τ ;T, κT , 0) ≤ 0, y(τ ;T, κT , 0) > 0.

Furthermore, we highlight that ΦτT (1, 0) = (1, 0) and ΦτT ([0, 1]×{0}) ⊆ ]−∞, 1]×
[0,+∞[. Consequently, by the continuous dependence of the solutions upon the
initial data and the Intermediate Value Theorem, there exists an interval [l2, 1] ⊆
[κT , 1] such that ΦτT ([l2, 1] × {0}) ⊆ [0, 1] × [0,+∞[, ΦτT (l2, 0) ∈ {0} × ]0,+∞[
and x(t;T, ξ, 0) ∈ ]0, 1[ for all t ∈ [τ, T ], ξ ∈ ]l2, 1[.

Step 3. Dynamics on [σ, τ ]. Let us define

λ∗ := max
{
λ?(κ0, κ1, t1), λ??(κ3, κT , t3)

}
and fix λ > λ∗.

First of all, we observe that, for any x0 ∈ R, the solution (x(t), y(t)) to
system (Sλ,µ) with initial values x(0) = x0 and y(0) = 0 satisfies

y(σ) = y(0) + λ

∫ σ

0

a+(ξ)g(x(ξ)) dξ ≥ −ωσ,

where ωσ := λ∗A+(0, σ) maxs∈[0,1] g(s).
Let us take p1 ∈ ]0, r1[ and p2 ∈ ]l1, 1[. We define

κσ,i := x(σ; 0, pi, 0), for i = 1, 2.

From the properties of the continua Φσ0 ([0, r1] × {0}) and Φσ0 ([l1, 1] × {0})
achieved in Step 1, it follows that κσ,i ∈ ]0, 1[ for i = 1, 2. Next, for i = 1, 2, we
fix κ2,i ∈ ]κσ,i, 1[ and choose t2,i such that

σ < t2,i ≤ min

{
σ +

κσ,i
2ωσ

,
σ(1− κ2,i) + τ(κ2,i − κσ,i)

1− κσ,i

}
.

In this manner, we enter in the setting of Lemma 2.6 and Lemma 2.7. For
i = 1, 2, taking µ > µ?(κ2,i, κσ,i, t2,i, ωσ) (cf. (2.7)), we obtain that

x(τ ; 0, pi, 0) ≥ 1, y(τ ; 0, pi, 0) > ωi > 0, for i = 1, 2. (2.9)
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We remark now that, for any choice of t0 ∈ [0, T ] and y0 < 0, if (x(t), y(t))
is the solution of the Cauchy problem associated with system (Sλ,µ) satisfying
the initial conditions x(t0) = 0 and y(t0) = y0, then

x(t; t0, 0, y0) < 0, y(t; t0, 0, y0) < 0, for all t ∈ ]t0, T ].

Indeed, let ]t0, t
∗[ ∈ ]t0, T ] be the maximal open interval such that y(t) < 0 for

all t ∈ ]t0, t
∗[. By an integration of x′ = y, we have x(t) < 0 for all t ∈ ]t0, t

∗[.
Assume now, by contradiction, that t∗ < T . Then, 0 = y(t∗) = y0 < 0 and we
have a contradiction. The claim follows.

Consequently, we deduce that

x(τ ; 0, r1, 0) < 0, y(τ ; 0, r1, 0) < 0, (2.10)

and
x(τ ; 0, l1, 0) < 0, y(τ ; 0, l1, 0) < 0. (2.11)

At this point, taking into account (2.9), (2.10), (2.11) and Φτ0(0, 0) = (0, 0),
thanks to the continuous dependence of the solutions upon the initial data and
the Intermediate Value Theorem, we deduce what follows. There exist three
intervals

[q1,1, q2,1] ⊆ [0, p1], [q1,2, q2,2] ⊆ [p1, r1], [q1,3, q2,3] ⊆ [l1, p2],

such that, for each j ∈ {1, 2, 3}, Φτ0([q1,j , q2,j ]× {0}) ⊆ [0, 1]× R with

Φτ0(q1,j , 0) ∈ {0} × ]−∞, 0], Φτ0(q2,j , 0) ∈ {1} × ]0,+∞[,

and
x(t; 0, ξ, 0) ∈ ]0, 1[, for all t ∈ [0, τ ], ξ ∈ ]q1,j , q2,j [.

We conclude that there exist three sub-continua of Φτ0(X[0,1]) connecting
{0}× ]−∞, 0] with {1}× ]0,+∞[. We stress that the three sub-continua do not
intersect each other, due to the uniqueness of the solutions to the initial value
problems associated with (Sλ,µ).

Step 4. Conclusion. Let us take

µ > µ∗(λ) := max
i∈{1,2}

µ?(κ2,i, κσ,i, t2,i, ωσ).

Then, we are in the following situation.

• From Step 2, we deduce the existence of a sub-continuum in ΦτT (X[0,1])
connecting {0} × ]0,+∞[ with (1, 0).

• From Step 1 and Step 3, we deduce the existence of three pairwise disjoint
sub-continua in Φτ0(X[0,1]) connecting {0} × ]−∞, 0] with {1} × ]0,+∞[.

This way, from a standard connectivity argument, it follows the existence of
three distinct intersection points:

Pj ∈ Φτ0(]q1,j , q2,j [× {0}) ∩ ΦτT (]l2, 1[× {0}), j = 1, 2, 3.

See Figure 2 for a graphical representation. For each j ∈ {1, 2, 3}, given the
solution (x(t), y(t)) of the Cauchy problem associated with system (Sλ,µ) with
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initial data at time t = τ the point Pj , then we have a positive solution to
problem (Nλ,µ) defined by u(t) := x(t; τ, Pj). Moreover, from a straightforward
argument by contradiction, it follows that

Φt0(ξ, 0) ∈ ]0, 1[× R, for all t ∈ ]q1,j , q2,j [, ξ ∈ [0, τ ],

ΦtT (ξ, 0) ∈ ]0, 1[× R, for all t ∈ ]l1, 1[, ξ ∈ [τ, T ],

and so we have that 0 < u(t) < 1 for all t ∈ [0, T ]. Then, Theorem 1.1 is
proved.

Remark 2.1. It is worth noting that the hypotheses on g(s) are not all used
in the study of the dynamics over the three intervals [0, σ], [σ, τ ] and [τ, T ]. In
particular, condition (g0) is not used in Section 2.2 and Section 2.3. Accordingly,
Theorem 1.1 can be stated in the following more general form. Assume that
g1, g2, g3 : [0, 1]→ R+ are locally Lipschitz continuous functions satisfying (g∗).
Suppose that g1(s) satisfies condition (g0). Given three non-null weights a1 ∈
L1([0, σ], [0,+∞[), a2 ∈ L1([σ, τ ], [0,+∞[) and a3 ∈ L1([τ, T ], [0,+∞[) with
0 < σ < τ < T , then there exists λ∗ > 0 such that for each λ > λ∗ there exists
µ∗(λ) > 0 such that for every µ > µ∗(λ) the Neumann problem associated with
the following differential equation

u′′ + λ
(
a1(x)g1(x) + a3(x)g3(x)

)
− µa2(x)g2(x) = 0 (2.12)

has at least three positive solutions.
In particular, we observe that our result is valid also for functions g2, g3

such that g2(s)/s 6→ 0 and g3(s)/s 6→ 0 as s → 0+, as in the case of the map
s 7→ s(1− s).

An equation of the form (2.12) involves a conflicting nonlinearity. The adjec-
tive “conflicting” refers to the fact that the term in the nonlinearity depending
on λ has an opposite effect on the existence of solutions with respect to the one
depending on µ. Such kind of problems are apparently new in this framework
but have already been addressed in the context of superlinear nonlinearities (see
[5, 18] for an introduction and references on this topic). C

3 Related results

Dealing with indefinite Neumann problems of the form considered in (Nλ,µ),
classical applications are both in the context of periodic boundary value prob-
lems and in the one of radially symmetric Neumann boundary value problems
defined on an annular domain of RN for N ≥ 2.

Regarding the first context, given a solution of the Neumann problem (Nλ,µ)
one can easily prove the following result by means of an even reflection and a
periodic extension.

Corollary 3.1. Let g : [0, 1] → R+ be a locally Lipschitz continuous function
satisfying (g∗) and (g0). Let a ∈ L1

loc(R) be a 2T -periodic even function sat-
isfying (a∗). Then, there exists λ∗ > 0 such that for each λ > λ∗ there ex-
ists µ∗(λ) > 0 such that for every µ > µ∗(λ) the equation u′′ + (λa+(t) −
µa−(t))g(u) = 0 has at least three 2T -periodic positive solutions.
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On the other context, in RN (for N ≥ 2) let us consider the open annular
domain

Ω :=
{
x ∈ RN : Ri < |x| < Re

}
, with 0 < Ri < Re,

where | · | denotes the usual Euclidean norm in RN . We deal with the indefinite
Neumann problem

(Pλ,µ)

−∆u = wλ,µ(x)g(u) in Ω,
∂u

∂ν
= 0 on ∂Ω,

where
wλ,µ(x) := λw+(x)− µw−(x).

Assuming that the weight term has radially symmetry, namely w(x) = W(|x|)
for all x ∈ Ω with W : [Ri, Re] → R, we look for radially symmetric positive
solutions to problem (Pλ,µ), i.e. solutions of the form u(x) = U(|x|) where
U : [Ri, Re]→ R. Accordingly, our study can be reduced to the search of positive
solutions of the Neumann boundary value problem

U ′′(r) +
N − 1

r
U ′(r) +Wλ,µ(r)g(U(r)) = 0, U ′(Ri) = U ′(Re) = 0,

which, via a standard change of variable, can be transformed into the equivalent
problem

v′′ + aλ,µ(t)g(v) = 0, v′(0) = v′(T ) = 0,

with

t = h(r) :=

∫ r

Ri

ξ1−N dξ, r(t) := h−1(t),

and

v(t) := U(r(t)), a(t) := r(t)2(N−1)W(r(t)), T :=

∫ Re

Ri

ξ1−N dξ.

In this setting, a direct consequence of Theorem 1.1 is the following.

Corollary 3.2. Let g : [0, 1] → R+ be a locally Lipschitz continuous function
satisfying (g∗) and (g0). Let W : [Ri, Re]→ R be an L1-function such that there
exist σ, τ with 0 < σ < τ < T for which the following holds

W+(t) � 0, W−(t) ≡ 0, on [Ri, σ],

W+(t) ≡ 0, W−(t) � 0, on [σ, τ ],

W+(t) � 0, W−(t) ≡ 0, on [τ,Re],

and let w(x) :=W(|x|), for x ∈ Ω. Then, there exists λ∗ > 0 such that for each
λ > λ∗ there exists µ∗(λ) > 0 such that for every µ > µ∗(λ) problem (Pλ,µ) has
at least three radially symmetric positive solutions.
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